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Agenda 

Xeon Phi code named Knights Landing

ÁIntroduction

ÁKNL Architecture

ÁCluster Modes

ÁMemory Modes

Getting Performance yAVX512



What is Knights Landing
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Coprocessor

Fabric

Memory

Memory Bandwidth
>400 GB/s STREAM

Memory Capacity
Over 25x* KNC

Power Efficiency
Over 25% better than card 1

Cost
Less costly than discrete parts1

Flexibility
Limitless configurations

Density
3+ KNL with fabric in 1U3

Server Processor

Knights Landing (KNL)

A Paradigm Shift for Highly -Parallel
Server Processor and Integration are Keys to Future

*Comparison to 1 stÉáêáîÝðåëê Ëêðáèü Úáëê Òäåø 4./-Ò Åëìîëßáïïëî {âëîéáîèõ ßëàáêÝéáà Íêåãäðï Åëîêáî|
1Results based on internal Intel analysis using estimated power consumption and projected component pricing in the 2015 timeframe.  This analysis 
is provided for  informational purposes only.  Any difference in system hardware or software design or configuration may affe ct actual performance. 
2Comparison to a discrete Knights Landing processor and discrete fabric component.
3Theoretical density for air -cooled system; other cooling solutions and configurations will enable lower or higher density.
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*Results will vary.  This simplified test is the result of the distillation of the more in-depth programming guide found here: https://software.intel.com/sites/default/files/article/383067/is-xeon-phi-right-for-me.pdf

All products, computer systems, dates and figures specified are preliminary based on current expectations, and are subject tochange without notice.
1 Over 3 Teraflops of peak theoretical double-precision performance is preliminary and based on current expectations of cores, clock frequency and floating point operations per cycle.  FLOPS = cores x clock frequency x floating-point operations per second per cycle.
2 Host processor only

Á 22 nm process

ÁCoprocessor only

Á >1 TF DP Peak

Á Up to 61 Cores

Á Up to 16GB GDDR5

Available Today

Knights Corner
Ëêðáèü Úáëê Òäåø 
x100 Product Family

Coming Soon

Knights Landing
Ëêðáèü Úáëê Òäåø 
x200 Product Family

Future

Knights Hill
3rd generation

Á 14 nm process

ÁHost Processor 
& Coprocessor

Á >3 TF DP Peak1

Á Up to 72 Cores

Á Up to 16GB HBM

Á Up to 384GB DDR42

Á >400 GB/s STREAM

Á Integrated Fabric 2

Á 10 nm process

Á Integrated Fabric (2nd

Generation)

ÁËê ÒèÝêêåêã+

Ëêðáèü Úáëê Òäåø Òîëàñßð ÈÝéåèõ
Highly-parallel processing to power your breakthrough innovations

-OR-
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Host Processor

Knights Landing

Host Processor 
w/ integrated Fabric

Knights Landi ng

Groveport Platform

+F

Knights Landing PCIe Coprocessors
Ingredient of Grantley & Purley Platforms

Solution for general purpose servers and workstations

Knights Landing Processors
Host Processor for Groveport Platform

Solution for future clusters with both Xeon and Xeon Phi

PassiveActive

Knights Landing (Host or PCIe)
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KNL w/Intel Omni -Path

* On package connect with PCIesemantics, with MCP optimisations for physical layer 

ÁOmni-Path Fabric integrated on package 

ÁFirst product with integrated fabric

ÁConnected to KNL die via 2x16 PCIe* ports

yOutput: 2 Omni -Path ports 

ï 100 Gb/s/port

ÁBenefits:

yLow cost, latency and power

yHigh density and bandwidth 

yHigh scalability 



Knights Landing Architecture
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Knights Landing

All products, computer systems, dates and figures specified are preliminary based on current expectations, and are subject tochange without notice.
All projections are provided for  informational purposes only.  Any difference in system hardware or software design or configuration may affect actual 
performance.

Á > 8 billion transistors 
Á 14nm process
Á Up to 72 cores
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Diagram is for conceptual
purposes only and only
illustrates a CPUand memory y
it is not to scale and does not
include all functional areas of
the CPU, nor does it represent
actual component layout .

DMI

MCDRAM MCDRAM MCDRAM

MCDRAM

MCDRAM

MCDRAM MCDRAM MCDRAM

DDR4

DDR4

DDR4

Wellsburg

PCH

Up to 
72 cores

HFI

DDR4

DDR4

DDR4

PCIe Gen3

x36

6 channels 
DDR4

Up to 
384GB

~90 GB/s

Common with 
Grantley PCH

On-package
2 ports OPA 

Integrated Fabric 

Up to 16GB high-bandwidth on -
package memory (MCDRAM)

Exposed as NUMA node

>400 GB/s sustained BW

Up to 72 cores (36 tiles)

2D mesh architecture

Over 3 TF DP peak

Full Xeon ISA compatibility through AVX -512

~3x single-thread vs. compared to Knights Corner

Core Core

2 VPU 2
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2x 512b VPU per core 
(Vector Processing Units)

Based on Intel® Atom Silvermont processor with 
many HPC enhancements

Deep out-of-order buffers

Gather/scatter in hardware

Improved branch predition

4 threads/core

High cache bandwidth

& more

Knights Landing: Architecture 

12
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Mesh of Rings

ÁEvery row and column is a (half) ring

ÁYX routing: Transmit in Y -> Turn -> Transmit in X

ÁMessages arbitrate at injection and on turn

Cache Coherent Interconnect 

ÁDistributed directory to maintain cache coherency

y CHA: caching/home agent keeps L2s coherent 

y Address hashes used to service L2 misses  

y MESIF protocol (F = Forward)

KNL Mesh Interconnect

Misc

IIOEDC EDC

Tile Tile

Tile Tile Tile

EDC EDC

Tile Tile

Tile Tile Tile

Tile Tile Tile Tile Tile Tile

Tile Tile Tile Tile Tile Tile

Tile Tile Tile Tile Tile Tile

Tile Tile Tile Tile Tile Tile

EDC EDC EDC EDC

iMC Tile Tile Tile Tile iMC

OPIO OPIO OPIO OPIO

OPIO OPIO OPIO OPIO

PCIe

DDR DDR

MCDRAM MCDRAM MCDRAM MCDRAM

MCDRAM MCDRAMMCDRAM MCDRAM
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Microarchitecture Details
ÁÅëîá ÞÝïáà ëê Ëêðáèü Ãðëéø Õåèòáîéëêð {óåðä éÝêõ ÊÒÅ áêäÝêßáéáêðï|

y4 threads / core

yThreading: back-to-back fetch and issue per thread

yCore resources dynamically repartitioned (shared) between threads at thread selection 
points

y2x out -of-order buffer depth 3

yGather/scatter in hardware 

yAdvanced branch prediction

yVPU: 

ï 32SP and 16DP 

ï x87, SSE and AVX support 

yAddress bits : 46/48 Physical/Virtual 3Compared ðë ðäá Ëêðáèü Ãðëéø ßëîá {ÞÝïáà ëê Õåèòáîéëêð 
microarchitecture)
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KNL ISA
ÁFirst processor that supports AVX-512

yBinary compatible with Intel® Xeon® Processor1: 

ï Prior Intel® Xeon® processor binaries will run on KNL without recompilation

ï KNC Code will need recompilation to run on KNL

Á Yes: x87, MMX, SSE, AVX1 and AVX2.

Á Yes: BMI instructions

Á No: TSX instructions. In HSW, under separate CPUID bit 

ÁKNL Adds:

y AVX512F    : 512b vector extensions with mask support. 

y AVX512PFI: New Prefetch Instructions

y AVX512CDI: Conflict Detection Instructions: To enable more vectorizing

y AVX512ERI: New Exponential and Reciprocal Instructions
1Binary compatible with Intel® Xeon® Processors v3 (Haswell) with the 
exception of Intel® TSX (Transactional Synchronization Extensions).
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Microarchitecture Details

ÁCache:

yKNL provides high cache bandwidth 

y Icache: 32KB 8-way

yDcache: 32KB 8-way, 2x64B load ports, 1 store port 

y2x B/W between Dcache and L23

yFaster unaligned cache-line access support

3Compared ðë ðäá Ëêðáèü Ãðëéø ßëîá {ÞÝïáà ëê Õåèòáîéëêð éåßîëÝîßäåðáßðñîá|
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Microarchitecture Details

ÁProcessor Buffers: 

y2-wide decode/rename/retire

y72 inflight uops/core out -of-order buffers

yUp to 6-wide at execution 

y INT (2x12) and FP (2x20) RS OoO

yMEM RS (1x12) in-order with OoO completion 

yRecycle buffer holds memory ops waiting for completion 

y INT and MEM RS hold source data while FP RS does not  
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Microarchitecture Details

ÁTLB (Translation Lookaside Buffer):

y1st level uTLB (64 entries for 4K pages)

y2nd level dTLB (256 entries for 4K pages, 128 for 2MB, 16 for 1G)

ÁDMI (Direct Memory Interface): 4 lanes for chipset 

ÁNTB: non-transparent bridge to create PCIecoprocessor (processor 
commonality)

ÁPerformance monitoring reference manual for device driver developers ( link )

https://software.intel.com/sites/default/files/managed/72/db/Intel%C2%AE Xeon Phi%E2%84%A2 Processor Performance Monitoring Reference Manual, Volume1_rev0.6_Feb16.pdf
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Cluster  MODES
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Cluster Modes 

ÁKNL has three on-die cluster modes:

yAll-to-All

yQuadrant

ySub-NUMA Clustering (SNC)



Intel and the Intel logo are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United State s and other countries. * Other names and brands 
may be claimed as the property of others. All products, dates, and figures are preliminary and are subject to change without an y notice.  Copyright © 2016, Intel Corporation. 21

Address uniformly hashed across all 
distributed directories

ÁNo affinity between Tile, Directory and 
Memory  

ÁMost general mode. 

y Lower performance than other modes

yČÏëàá ëâ èÝïð îáïëîðč

ÁTypical Read L2 miss:

1. L2 miss encountered 

2. Send request to distributed directory 

3. Miss in the directory. Forward to memory

4. Memory sends the data to the requestor

All-2-All

Misc

IIOEDC EDC

Tile Tile

Tile Tile Tile

EDC EDC

Tile Tile

Tile Tile Tile

Tile Tile Tile Tile Tile Tile

Tile Tile Tile Tile Tile Tile

Tile Tile Tile Tile Tile Tile

Tile Tile Tile Tile Tile Tile

EDC EDC EDC EDC

iMC Tile Tile Tile Tile iMC

OPIO OPIO OPIO OPIO

OPIO OPIO OPIO OPIO

PCIe

DDR DDR

1

2

3

4

MCDRAM MCDRAM MCDRAM MCDRAM

MCDRAM MCDRAMMCDRAM MCDRAM
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Chip divided into four virtual Quadrants

ÁAddress hashed to a Directory in the same 
quadrant as the Memory 

y Equally likely to go to any CHA in quadrant

ÁThen uses round-robin across the memory 
channels

ÁAffinity between the Directory and Memory

ÁLower latency and higher BW than All -to-All

y Less traffic crossing quadrant boundaries 

ÁSW Transparent

y Preferable if all threads need to access a share 
data structure

Quadrant

Misc

IIOEDC EDC

Tile Tile

Tile Tile Tile

EDC EDC

Tile Tile

Tile Tile Tile

Tile Tile Tile Tile Tile Tile

Tile Tile Tile Tile Tile Tile

Tile Tile Tile Tile Tile Tile

Tile Tile Tile Tile Tile Tile

EDC EDC EDC EDC

iMC Tile Tile Tile Tile iMC

OPIO OPIO OPIO OPIO

OPIO OPIO OPIO OPIO

PCIe

DDR DDR

1
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MCDRAM MCDRAM MCDRAM MCDRAM



Intel and the Intel logo are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United State s and other countries. * Other names and brands 
may be claimed as the property of others. All products, dates, and figures are preliminary and are subject to change without an y notice.  Copyright © 2016, Intel Corporation. 23

Each Quadrant (cluster) exposed as a separate 
NUMA domain to OS

ÁLooks analogous to 4 -socket Xeon

ÁAffinity between Tile, Directory and Memory

ÁLocal communication. 

y Lowest latency of all nodes

ÁSW needs to be NUMA optimised to get the 
benefits

y Running one MPI rank per NUMA region will ensure 
locality -of-access, and may improve bandwidth.

Sub-NUMA Clustering (SNC)

Misc

IIOEDC EDC

Tile Tile

Tile Tile Tile

EDC EDC

Tile Tile

Tile Tile Tile

Tile Tile Tile Tile Tile Tile
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Memory MODES
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3 Memory Modes
ÁMode selected at boot

ÁCache mode: MCDRAM covers all DDR

ÁFlat mode: MCDRAM is explicitly allocatable  

DDR

MCDRAM

DDR

MCDRAM

Flat Models

P
h
y
s
ic

a
l 
A

d
d
re

s
s Hybrid Model

DDRMCDRAM

MCDRAM

DDRMCDRAM

Cache Model
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Flat MCDRAM: SW Architecture  

ÁMemory allocated in DDR by default

y Keeps low bandwidth data out of MCDRAM. 

ÁApps explicitly allocate important data in MCDRAM

yČÈÝïð Mallocč âñêßðåëêï" Äñåèð ñïåêã Ð×ÏÃ allocation functions

yČÈÝïð Ïáéëîõč Åëéìåèáî ÃêêëðÝðåëê" Èëî ñïá åê ÈëîðîÝê! 

Node 0

Xeon Xeon DDRDDRKNL
MC

DRAMDDR

MCDRAM exposed as a separate NUMA node

Node 1Node 0 Node 1

Intel® Xeon® with 2 NUMA nodesKNL with 2 NUMA nodes

i

Flat MCDRAM using existing NUMA support in Legacy OS
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Memory Modes

MCDRAM as Cache

ÁUpside:

y No software modifications required.

y Bandwidth benefit.

ÁDownside:

y Latency hit to DDR.

y Limited sustained bandwidth.

y All memory is transferred DDR -> 
MCDRAM -> L2.

y Less addressable memory.

Flat Mode

ÁUpside:

y Maximum bandwidth and latency 
performance.

y Maximum addressable memory.

y Isolate MCDRAM for HPC application use only.

ÁDownside:

y Software modifications required to use DDR 
and MCDRAM in the same application.

yWhich data structures should go where?

y MCDRAM is a limited resource and tracking it 
adds complexity.



AVX512 InstructionS
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A New ISA: AVX-512

29

Knights Landing is the first micro -architecture to support AVX -512.

ï AVX-512F, AVX-512 CDI, AVX-512 ERI, AVX-512 PFI

Differences compared with AVX2:

ï 32 x 512 bit SIMD registers (zmm0 yzmm31)

ï 8 x dedicated mask registers (k0 yk7)

ï New instructions : gather/scatter (F), expand/compress (F), conflict detection (CDI), exponential and 
reciprocal (ERI), prefetch (PFI)

Differences compared with IMCI (Knights Corner ISA):

ï Backwards compatible with SSE/AVX.

ï New instructions : conflict detection (CDI) etc
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AVX 512 Foundation Instructions (F)

Vcompress[pd|ps ] / Vexpand[pd|ps ] 

yStore sparse values from source operand as contiguous vector in destination operand

yStore contiguous vector of values in source operand as a sparse values in destination

yFaster than alternative gather/scatter 

yProvides mem fault suppression  

[rax]

YY7Y 4Y56 12Y3 0YYYzmm0
0010 1011 1101 1000k2 = 0x4DB1

0123456781415 émem lsb

lsb

VEXPANDPS  zmm0 {k2}, [rax] 

for(j=0, i =0; i <N; i ++) 

{

if(C[i] != 0.0)

B[i] = A[i] * C[j++];

}
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AVX 512 Foundation Instructions (F)

ÁVpgather [dd|dq|qd|qq ] / Vpscatter [dd|dq|qd|qq ]

ybased on a register of packed indices, memory locations will be gathered from or 
scattered to. 

yOperation is maskable. 

ÁVptestnm [d|q ] k2 {k1}, zmm1, zmm2/mem

yBitwise NAND of packed integers 
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AVX 512 Foundation Instructions (F)

Vpermi [2b|2w|2d|2q|ps|pd]

y2 source shuffles. Maskable

y16/32 -entry table lookup, AOS<=>SOA support, matrix transpose  

HôGôFôEôDôCôBôAô H G F E D C B A

zmm2 zmm3
15 0 10 11 2 2 0 9

zmm1

Hô A CôDô C C A Bôzmm1

10 9 8 7 6 5 4 3 2 1 0é

2-SrcShuffles
VSHUF{PS,PD}

VPUNPCK{H,L}{DQ,QDQ}

VUNPCK{H,L}{PS,PD}

VPERM{I,D}2{D,Q,PS,PD}

VSHUF{F,I}32X4
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AVX 512 Foundation Instructions (F)

Vpternlog [d|q ]

yTernary logic instruction, mimics a FPGA cell. Maskable

yTake every bit of three sources to obtain a 3 -bit index N

yObtain Nth bit from Imm8

Imm8[7:0]

Dest[i]

Src0[i]
Src1[i]

Src2[i]

Any arbitrary truth table of 3 values can be implemented
andor, andxor, vote, parity,  bitwise-cmov, etc
each column in the right table corresponds to imm8

S1  S2  S3 ANDOR  VOTE (S1)?S3:S2
0   0   0 0 0      0
0   0   1 1 0      1
0   1   0 0 0      0
0   1   1 1 1      1
1   0   0 0 0      0
1   0   1 1 1      0
1   1   0 1 1      1
1   1   1 1 1      1
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Set of segment-specific instruction extensions 

ÁFirst appear on KNL

Address two HPC customer requests

ÁAbility to maximize memory bandwidth

yHardware prefetching is too restrictive

yConventional software prefetching can result in instruction overhead

ÁFlexible support for transcendental operations

yTrade accuracy versus speed 

yMostly for division and square root

yDifferentiating factor in HPC

Exponential & Reciprocal Instructions (ERI)
& Prefetch Instructions (PFI)

82
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Provide building blocks for accelerating certain transcendental math ops

ÁVexp2[pd|ps ]

yApproximation of the exponential 2^x ( maskable)

y2^ -23 of max relative error

ÁVrcp28[ pd|sd|ps|ss ]

yComputes the approximate reciprocal ( maskable)

y<2^ -28 relative error 

ÁVrsqrt28[ pd|sd|ps|ss ]

yComputes the approximate reciprocal square root ( maskable)

y<2^ -28 relative error 

AVX-512 ERI
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Conflict Detection Instructions (CDI)

VPCONFLICT{D,Q} zmm1{k1}, zmm2

Á Èëî áòáîõ áèáéáêð åê ÜÏÏ/# ßëéìÝîá åð ÝãÝåêïð ČáÝîèåáîč áèáéáêðï Ýêà ãáêáîÝðá Ý 
éÝïç åàáêðåâõåêã ðäá éÝðßäáï {Þñð åãêëîåêã áèáéáêðï ðë ðäá ĉèáâðĊ ëâ ðäá ßñîîáêð ëêá 
å!á! Čêáóáîč áèáéáêðï|
- Store generated masks in corresponding destination elements of ZMM1

2 1 3 2 2 1 3 2 2 1 3 2 2 1 3 2zmm2

0001_1001_1001_1001

0000_0000_0001_1001

0000_0000_0100_0100

0000_0000_0000_0000

lsb



Intel and the Intel logo are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United State s and other countries. * Other names and brands 
may be claimed as the property of others. All products, dates, and figures are preliminary and are subject to change without an y notice.  Copyright © 2016, Intel Corporation. 39

Conflict Detection Instructions (CDI)

ÁSparse updates (e.g. A[B[i]]++) are common, but hard to vectorise.

ÁNaively vectorized , loops look like this :

for (i=0; i<N; i+=16)
{

index = vload &B[i]                // Load 16 B[i]
old_val = gather A, index          // Grab A[B[i]]
new_val = vadd old_val , some_value // Compute new values
scatter A, index, new_val // Update A[B[ i]]

}

ÁÅëàá åï óîëêã åâ Ýêõ òÝèñáï óåðäåê Čåêàáôč Ýîá duplicated.
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Conflict Detection Instructions (CDI)

Vectorization with these instructions looks like this:

for each 16 scalar iterations
{

__m512i indices = vload &index_array [ i ]
vpconflictd comparisons, indices // comparisons = __m512i
__mmask to_do = 0xffff;

do
{

vpbroadcastmd tmp , to_do // tmp = __m512i
vptestnmd mask { to_do }, comparisons, tmp
do_work (mask); // gather - compute - scatter
to_do ^= mask;

} while( to_do );
}
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Conflict Detection Instructions (CDI) - Example

41

0101 0001 0000 0000

2 2 1 2

2 2 1 2Index Register:

Bit Vector:

1) Compare (for equality) 
each element in zmm2 with 
Čearlierč áèáéáêðï Ýêà output 
bit vector.

2) Combine bit vector and 
todo to work out which 
elements can be updated in 
this iteration .

vpconflict

vpbroadcast

0101 0001 0000 0000

1111 1111 1111 1111

0101 0001 0000 0000

0011

0011

vptestnmd

0101 0001 0000 0000

1100 1100 1100 1100

0100 0000 0000 0000

0111

0100

0101 0001 0000 0000

1000 1000 1000 1000

0000 0000 0000 0000

1111

1000

3) Loop until todo is 0000. 
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Conflict Detection Instructions (CDI ) - Compiler

ÁThe Intel® compiler (15.0 onwards) will recognise potential run -time conflicts 
and generate vpconflict loops automatically :

for (int i = 0; i < N; ++i)
{

histogram [ index[ i] ]++;
}

ÁSuch loops would originally have resulted in:
remark #15344: loop was not vectorized : vector dependence prevents vectorization
remark #15346: vector dependence: assumed FLOW dependence between histogram line 22 and histogram line 22
remark #15346: vector dependence: assumed ANTI dependence between histogram line 22 and histogram line 22

ÁIf you know that conflicts cannot occur, you should still specify this:
(e.g. #pragma ivdep, #pragma simd, #pragma omp simd)



Summary 
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Summary 

ÁKnights Landing is a high-throughput successor to Knights Corner:

ySocketed, bootable processor with access to large amounts of RAM

yGeneral purpose, support for standard SW stack

yGreatly improved single -thread performance vs KNC

yVery high bandwidth, flexible MCDRAM

yOptional on-chip interconnect (Omni Path )

yHigh performance, versatile AVX512 instructions




